Proposal:
For my senior project I will be working with datasets formulated by Dr. Kow from previous NMU students. We are hoping to create a system that will predict the success rate of an incoming freshman (to the university) based on personal performance in high school courses and their grades on standardized tests. I will be taking past graduate’s success rates in each course and calibrating the algorithm accordingly. Using this information will give me the ability to predict how a potential students will do in a program of their choice. This way we can find the cut offs in each program so that each student and/or their advisor knows what programs are the best choice. I will be using this information to create a training algorithm to train a neural net. I’m considering using the conjugate gradient method. This is the method of using the results of systems of linear equations whose values are strictly positive to determine suitable weights for the network.
Language: JavaScript 
What I hope to learn
This is not my first experience with machine learning but I’m still very new to it. It is a very interesting topic to me personal because I intend to work in data science in the future. Going through this project and learning the steps of creating a functional algorithm from scratch is a priceless skills in the modern world. After this project I hope to feel way more confident in the training and creating algorithms.  I plan to implement 3 of the following neural network training algorithms: [image: Neural networks algorithm types] 

	Little to no research and no working algorithm
	F

	Decent research but no working algorithm
	D

	Decent research.  One algorithm is implemented.  Neural network can be trained and tested.
	C

	Decent research.  Two algorithms are implemented.  Neural network can be trained and tested.
	B

	[bookmark: _GoBack]Decent research.  Regularization term included.  Three algorithms are implemented.  Neural network can be trained and tested.
	A
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