Probability and Bayes Theorem

Relevant Readings: Sections 6.1, 6.2, 6.9 in Mitchell

CS495 - Machine Learning, Fall 2009



Final project

» Start dreaming up possible applications of concept learning to
create agents (like the checkers example) for your final project
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