1) (hash table/array/equal) Kobe Bryant  wants to store and then access 10 million small objects (12 bytes each). Which will cause fewer page faults,  accessing the 10 million objects via a hash table or via sequential access in an array?

2) My computer has 4K byte pages.  I have 1,000 memory allocations to do.  My total RAM size is a gigabyte.  Average memory allocation size is 100K, but allocations vary greatly in size in a random way.  What amount do to internal fragmentation? _____________  Does everything fit into the RAM available?



3) I have a program that has 100K of executable code, and needs 50K to store data, 20K for the heap, and 10K for the stack.  I want to run 10 copies of this program on an operating system using virtual memory, like Linux or Windows. I'd like everything to fit into RAM, with no swapping or paging.  How much RAM do I need?  No copy on write.



4) When a new process is scheduled, how is the page table affected?

· It's not.  All processes use the same page table.

· A new page table is copied over the old one.

· None of these.  It's really .... (fill in the blank).


5) Suppose I write “s = new SmallObject()”.  Which is true?

· Typically, a request for new memory is made to the operating system.

· Typically, the request is satisfied from available ram by a library call.


6) When would read-ahead be most useful?

· Accessing a linear array

· Accessing a hash table

· Accessing a binary tree.


7) (Yes/No) Do threads within a process share the same memory map?

8) Why might one favor a multi-level page table over a single level page table?







9)  Name a situation where two processes might share common pages of physical RAM.




10) Is the stack normally marked read-only or read-write?

11)  Suppose the computer is thrashing very badly.  Which things might help (choose all that apply
 Faster hard drive                                                Smaller hard drive
 Faster CPU                                                         Slower CPU
  Run more programs at the same time                 Run fewer at the same time
  Install more RAM                                               Remove some RAM
12)  (True/False) My computer currently has 1,000M of RAM, and 10 processes running.  Therefore each process is allocated 100M of RAM.
13)  What is the most page faults an instruction could generate.
        Zero                        One                                   More than One
14) (Yes/No) If one thread of a process changes a global variable, do other threads of that same process see the new value?
15) What situation or access pattern does LRU suck for?
16) If memory management was a fictional character, who would it be?
17)  (Yes/No) Doing a read on some virtual address sets the referenced bit of the corresponding page table entry to true. 


18) How much of the file is brought in on code like this.  The page size is 4K.  

   int fd = open(“a_one_gigabyte_file.txt”, O_WRITE);

   char *ptr = mmap(fd, …..);
   *ptr = 12;

    ptr = ptr + 1000000;

    *ptr = 12;

